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ABSTRACT 

A critical determinant of the success of digital platforms is the availability of third-party 
complements. In order to foster the creation of such complements, platforms often rely on 
boundary resources: software tools and libraries that support and lower the costs of developing 
complementary innovations. However, while such boundary components are increasingly 
widespread, little is understood about how these components shape subsequent innovation 
outcomes and the overall platform generativity. Here, we focus on a particularly important form 
of boundary resource for digital platforms: Middleware components for software development. 
We theorize how middleware may shape both the novelty of products being created and their 
subsequent market value, and propose a number of mechanisms for these effects, for which we 
provide evidence. We test for these different mechanisms by looking at the development of console 
games during 6th and 7th generation of gaming consoles. We find that the introduction of licensed 
middleware such as third-party game and graphics engines lead to the creation of less novel, but 
more commercially successful products. We attribute this to the fact that middleware allows firms 
to reallocate resources from developing basic functionality (such as programming how the 
graphics will be rendered for the target platform), to other elements that make games more valuable 
and successful on the market (such as story or game mechanic innovation). Our results have 
implications for how we think about the impact of boundary resources such as middleware on 
digital platforms, and recombinant innovation more broadly. 
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1. INTRODUCTION 

Platforms and platform-based ecosystems are increasingly a common way of organizing, 

in part because platforms have the ability to offer customers both scale and scope of offerings 

created by third-parties in the surrounding platform ecosystem (Gawer, 2014; Jacobides et al., 

2018). These platform-based ecosystems are highly generative and allow the creation of new 

innovations “through unfiltered contributions from broad and varied audiences” (Zittrain 2008, p. 

70; Yoo et al., 2010). This generativity on the part of third-party complementors is often fostered 

by tools and resources the platform provides such as Software Development Kits (SDKs) and 

Application Programming Interfaces (APIs), as well as the policies and norms that platform 

determines to govern the activities of participating complementors (Ghazawneh & Henfridsson, 

2013; Eaton et al., 2015). 

While the platform itself can provide many of these tools (e.g., SDKs for software 

development), there is often space for a layer of independent companies that specialize in the 

development of enabling technologies and resources. For example, in the case of Wordpress, a 

website publishing platform, external APIs can be optionally used and combined with the 

platform-owned, and generally compulsory, APIs to create new plug-ins (complementary 

products) that extend the functionality of Wordpress (Yoo, 2019). Similarly, in console gaming 

platform-ecosystem, third-party development tool and middleware providers are crucial in 

facilitating the development of complementary products (Evans, Hagiu, and Schmalansee, 2006, 

Corts and Lederman, 2009). In mobile app development, an additional layer of optional third-party 

tools, such as those simplify cross-platform app development (Kang, Aaltonen, and Henfridsson, 

2019), have been developed in addition to platform provided API and toolkits. As these examples 

suggest, external tools and resources, although optional to adopt, can be important to the generative 



 

nature of platform-based ecosystems. Yet, little is understood about how the existence of these 

tools and resources shapes software development in these platforms (except the work by Yoo, 

2019).  

When platform owners allow the use of these enabling tools and resources, or middleware1 

components as referred in our setting, their goal is to often foster the generativity of their platforms. 

This is consistent with the core arguments behind why building on a generally applicable and 

modular technology can foster generativity and innovation: (i) Tools simplify the complexity of 

development into simple to use interfaces, for example separating the laborious task of coding 

from creative design tasks, that may allow the products to be more differentiated (Parnas, 1972; 

Baldwin and Clark, 2000); (ii) they allow fast prototyping and development through 

experimentation (von Hippel and Katz, 2002), and; (iii) provide module libraries with most used 

basic blocks in product development (Garud and Kumaraswamy, 1995; von Hippel and Katz, 

2002). These three factors, via reuse and modularity, allow leveraging “economies of substitution” 

(Garud and Kumaraswamy, 1995; Schilling, 2002), which allows lower cost design of new 

innovations through partial retention of existing components rather than designing the new 

innovation from scratch (Garud and Kumaraswamy, 1993). However, once platform companies 

allow such middleware to be used by complementors on their platform2, they have much less 

                                                        
1 The term is broadly and commonly used in the video game industry, covering a range of tools from “exact middleware” that acts 
as the middle layer software between audio/input hardware and game code and the output, to the complete package of game 
development editor and IDE with integrated middleware for various functionalities, also known as (and again, colloquially used), 
game engines. In this study, we are focusing only on “major” middleware that cover broader (game engine) or major (graphics 
rendering engine or physics engine) functions in the game which has a distinctly different impact on the organization for the 
development and its associated outcomes. Please see one of the many examples from the Game Developer Conference, the major 
industry conference for game developers: http://twvideo01.ubm-us.net/o1/vault/gdc04/slides/impact_of_middleware.pdf, accessed 
9 January 2020. Also, see Evans et al., 2006, Chapter 5: PONG. 
2 In our setting, middleware is provided only if the platform owner explicitly provides access (Boudreau, 2010), hence, middleware 
provision is subject to similar governance mechanisms of the platform owner for complementors. Video game console owners 
provide proprietary technical information to middleware providers so their tools can abstract low-level (“hardware level”) details 
and then middleware providers can license these tools to complement developers by lump sum/variable fees. In exchange, 
middleware providers themselves enter a licensing agreement in which they are screened by the platform owner (for the initial 
provision of the middleware and for each update), and pay lump sum and/or variable fees to the platform owner to be on the 



 

control regarding how developers choose to use these technologies and when they will be used. 

Therefore, if building on a common technology: (i) makes it easier for complementors to imitate 

successful designs (Ethiraj and Levinthal, 2004); (ii) enable lower quality entrants to flood the 

market through the lower total costs of complementary product development (Boudreau, 2019); 

(iii) cause loss of synergistic specificity, which is the degree of greater functionality achieved by 

the integrated design between the platform complement and the platform (Schilling, 2000; 

Baldwin, 2008; Tiwana, 2018)3, due to modularization; and (iv) put boundaries on what can be 

developed as it fixates higher order design hierarchies (Clark, 1985), and impose costs for 

developing more novel applications that are beyond the proximate application area of the tool 

(Arora, Gambardella, and Rullani, 1997; Bresnahan and Gambardella, 1998), then these tools may 

lead to products which are less novel and potentially less attractive to consumers. 

In this paper, we explore whether the use of these tools or boundary resources, in the case 

of our context, middleware components such as game engines, is associated with products that are 

more novel and products which are more commercially successful. We conceptualize the use of 

these middleware components as a modular technology that a variety of innovations (i.e., 

complements) can be built “on top of” it. We present competing hypotheses for how middleware 

may lead to the creation of: (i) More or less novel products; and (ii) more or less commercially 

successful products. We test for evidence of these competing hypotheses using data on console-

based video game setting, using a data set on new video game titles launched between 2000 and 

                                                        
platform. Although this may not be the case for all digital platforms, we expect this to be applicable to many platforms as the 
provision of external boundary resources are essentially an important decision regarding openness and control (Wareham et al., 
2014). 
3 Tiwana (2018) provides conceptually related “synergy” arguments across literatures. Among these definitions, our synergy 
definition is best captured by Schilling’s (2000) synergistic specificity, as defined in the article, however also highly overlaps with 
other proximates, such as module specificity by (Baldwin, 2008), which is defined as: “Degree to which one system is uniquely 
customized to another system” (p. 170). 



 

2009 on the Sony (Playstation 2 and Playstation 3) and Microsoft (Xbox and Xbox 360) platforms. 

This is the period when middleware components were first introduced on these platforms, and we 

can explore which firms choose to use middleware components, and the implications for the 

novelty and market performance of the products created. We find that the use of middleware 

components is associated with products that are less distinct but achieve greater commercial 

success. We find evidence that this is associated with the choice of companies that specialize in 

middleware use. 

This paper names a number of contributions. First, our central contribution to the platform-

based ecosystem literature is to be among the first papers to explore the implications of such tools 

and enabling components, on the generativity of the platform. Additionally, we also contribute to 

related platform-level issues: First, our results imply that the use of external boundary resources 

may actually be associated with complements that are less novel at the platform level, which goes 

further than the previous study on the topic that found that external boundary resources increase 

generativity (Yoo, 2019). Our results suggest that the availability of enabling technologies such as 

middleware components can allow companies to create products which are associated with a 

higher degree of market success, but it may in fact reduce the scope of complements in the market 

by reducing novelty in products developed using such tools4. Finally, we contribute to the 

discussion of tension brought by generativity in the form of control-access dilemma (Wareham et. 

al., 2014; Cennamo and Santalo, 2019): Provision of external boundary resources represents 

opening up the platform at another layer (Yoo, 2019), and as such this is another strategic openness 

                                                        
4 A priori, it is not possible to say whether less or more novel complements on the platform is the optimum since it could well be 
that majority of consumers have preferences around more conventional complements (Rietveld and Eggers, 2018), and only a small 
part of demand is interested in novel complements. Therefore, we are not claiming whether one or the other is optimal, but point 
out that provision of external middleware is associated with less novelty. 



 

choice on the level of platform (Boudreau, 2010). The provision of these tools may increase 

generativity, but may also cause overcrowding, increased imitation, and the reduction of novel 

complements. 

2. LITERATURE REVIEW 

An important aspect of strategy for platforms is devising policies to attract third-parties to 

develop complementary innovations, and to create conditions that incentivize them to do so 

(Gawer, 2014; Wareham et al., 2014). Part of this may involve providing or allowing for the 

existence of tools (and policies) that enable these third-parties to create products and bring them 

to platform more easily (Eaton et al., 2015; Ghazawneh & Henfridsson, 2013; Tiwana et al., 2010). 

For instance, Google and Apple provide their SDK (standard development toolkit) for software 

developers to create basic applications. In addition, they provide libraries that are applicable across 

a wide range of third-party applications, which simplify development tasks of the third-parties by 

allowing them to focus on more valuable software development tasks. This can be understood from 

the way Google describes the Jetpack suite of middleware components:  Jetpack is a suite of 

libraries, tools, and guidance to help developers write high-quality apps easier. These components 

help you follow best practices, free you from writing boilerplate code, and simplify complex tasks, 

so you can focus on the code you care about. (Google, 2019). However, the literature on modularity 

and recombinant innovation suggests that while this may simplify development tasks for 

developers, the implications of using middleware on the ability of developers to create products 

which are novel and/or valuable is not clear, also due to the process through which developers 

choose to use these middleware components. We review existing studies relating to these topics 

below.  



 

 

2.1 Recombinant Innovation 

Innovation is often characterized as a “recombinant process of reusing and recombining 

existing technologies” (Nelson & Winter, 1982) that can be traced back to Schumpeter (1942). 

Existing studies of recombinant innovation often focus on the production of academic knowledge, 

measured through the publication of academic research papers, or technological innovations, 

measured through patents and patent-based metrics (Garud et al., 2013; Flath et al., 2017). This 

also relates to the idea within information systems as innovation as a process of knowledge 

recombination (Alawi & Leidner, 2001).  

A particular thrust of this literature has been the relationship between various measures of 

knowledge recombination and innovation outcomes (Fleming, 2001; Somaya, 2012; Arts and 

Veugelers, 2015; Schilling and Green, 2011; Katila and Ahuja, 2002; Rosenkopf and Nerkar, 

2001). For instance, Fleming (2001) found that innovations based on existing components are on 

average are more valuable with less innovative uncertainty (i.e., less dispersion across their 

values). Kaplan and Vakili (2015) distinguish value from cognitive novelty, and find that using 

more familiar components leads to novelty, which then leads to more valuable innovations. 

Mukherjee et al. (2016) have found that the most useful (or impactful) innovations are those that 

are based on combining conventional technological knowledge with more distant or less 

conventional knowledge. Arts and Fleming (2018) argue that inventions can be not novel but still 

be valuable, or they can be also novel but not so valuable, and in overall find that exploration of 

new fields are associated with higher novelty but less valuable inventions. In this study, we will 

follow previous studies and conceptualize novelty as a new combination of ideas or components 

(Fleming et al., 2007; Uzzi et al., 2013; Arts and Fleming, 2018). 



 

However, little is known about the case where innovators can choose to build on or reuse 

a particular enabling technology (i.e., tool), through which the recombinant innovation process 

itself change. Qualitative studies have attempted to study this in specific, high impact cases 

(Majchrzak et al., 2004; Ben-Menahem et al., 2016). Yet, without being able to observe such 

enabling technology based recombinant innovation in a large number of cases, it is difficult to 

draw conclusions regarding the implications of these technologies for platform companies.  

A body of studies has looked at the related question of how exogenous changes in the cost 

of using various technological components or knowledge resources change the recombinant 

process. For instance, Teodoridis (2017) finds that the hacking of the Microsoft Kinect, which 

suddenly reduced technology costs in motion-sensing research, allowed specialist researchers from 

other fields to enter into this research domain to work together with generalist researchers, 

resulting in more diverse team combinations. Similarly, Agrawal et al. (2016) found that, following 

the collapse of the Soviet Union, academic research in mathematics shifted as new areas of 

research opened up as a result of the sharing of previously unknown knowledge in mathematics 

that was only available in Soviet Union. 

All these previous studies, however, considered the recombination of knowledge in the 

form of patents or academic publications, and our study, however, looks at the decision of 

developers to build their innovation on top of middleware. This is an important distinction since 

recombination of knowledge in previous studies is non-rivalrous, whereas the use of middleware 

is a strategic choice. Therefore, when developers use middleware, they face a tradeoff of either 

using an existing technology, or creating that technology themselves from scratch. Furthermore, 

existing empirical studies have looked primarily at innovation outcomes such as forward citations, 



 

number of outputs in terms patents or publications, and the market-for-technology value of the 

innovation (Hall et al., 2005). It is implied that these results translate into product market 

outcomes. For example, radical innovation in terms of citations may represent radical innovations 

in the product market as well (Hall et al., 2005). Yet, there has not been empirical evidence linking 

technological recombination and reuse to product market outcomes such as revenues or product 

novelty (which is different from technological novelty). 

This distinction between our study and previous studies can be bridged by building on the 

conceptualizations and findings of the literature on modularity and (recombinant) innovation, 

which complements broader studies on recombination as well. 

2.2 Modularity and Innovation 

The literature on modularity purports that firms may have an advantage or impetus to 

modularize their innovation (Pil and Cohen, 2006; Baldwin and Clark, 2000; Sanchez and 

Mahoney, 1996; Garud and Kumaraswamy, 1995), to split the innovation into interchangeable 

components that are connected via standardized interfaces. Existing studies have often discussed 

modularity in regards to how companies design their products, and the implications of this for 

innovation. Modularity relates to the "product architecture”, which describes “the arrangement of 

functional elements, the mapping from functional elements to physical components, and the 

specification of interfaces among components" (Ulrich 1995, p. 420). Modularity (and related 

concept of product architecture) does not only relate to physical innovation, but are also central 

concepts for digital innovation and platforms in the form of layered modular architectures (Yoo et 

al., 2010; Gawer, 2014). 



 

More modular innovations primarily “enable heterogeneous inputs to be recombined into 

a variety of heterogeneous configurations” (Schilling, 2000, p. 317) by design, therefore enabling 

a larger number of potential innovations at lower cost through “economies of substitution” (Garud 

and Kumaraswamy, 1995). A second major advantage of modularity is abstraction, (or 

“information hiding” as in Parnas (1972)), which is the hiding away of the complexity underlying 

in components and instead building simple (or “loosely coupled”) interfaces to manage the 

components of a complex system (Mahoney and Sanchez, 1996; Baldwin and Clark, 2000). These 

two main advantages enable: (i) Greater number and scope of experimentation and recombination 

by combining different components, and (ii) a repartitioning of the work by reducing the scope 

and level of knowledge required by innovators to work on the particular components of the 

products. These two factors in turn, potentially lead to greater product variety and performance 

(Takeishi & Fujimoto, 2001; Utterback, 1994; Garud and Kumaraswamy, 1995; Fleming and 

Sorenson, 2001). Yet, modularity may in other ways inhibit variety and performance. One main 

downside of modularity is that more modular products may be easier to imitate and replicate (Pil 

and Cohen, 2006; Baldwin and Henkel, 2015; Rivkin, 2000; Ethiraj et al., 2008; Ethiraj and 

Levinthal, 2004). This could then make it easier for competitors to imitate successful products, 

and lead to a general reduction in product variety and also has performance implications for the 

imitating and imitated products. Another downside of modularity is the loss of synergistic 

specificity (Schilling, 2000), through which a product may achieve a high performance by having 

custom, tightly integrated components for a given purpose. Relatedly, the use of a defined set of 

building blocks which also fixes some levels of the design hierarchy (Clark, 1985), may create 

high costs for more custom applications (Arora et al., 1997) – in a way one can also consider this 



 

a particular type of loss of synergy, where the “performance” parameter of optimization itself is 

novelty. 

Generally, studies on modularity focus on the decision of companies to modularize their 

products, but less on the impact of using modular components on innovation outcomes5. Closest 

study in this literature for our purposes is the Fleming and Sorenson (2001), which find that 

medium levels of complexity (which is the interaction of interdependence and size), is associated 

with higher usefulness and medium level of innovative uncertainty, but does not provide much 

insight into novelty6, and are based on technological components used in individual patenting 

efforts, rather than the strategic choice of using a technology that enables a particular mode of 

recombination in innovation efforts. 

The impact of the use of such enabling technologies have been discussed in the literature 

on user innovation, in particular on the innovative impact of user toolkits, which highlight similar 

mechanisms as the literature on modularity (Von Hippel and Katz, 2002). Namely, that companies 

find it difficult to cater to the wide spectrum of consumer tastes, and therefore they may allow 

customers to develop variations to the products themselves.  This literature has highlighted the 

benefits that the provision of toolkits may provide by separating the required knowledge for 

technical design and user needs (reminiscent to benefits of abstraction in the modularity literature), 

and the provision of basic building blocks in the form of commonly used libraries, which in 

                                                        
5 A subset of studies has also looked at how organizational or behavioral factors may shape impact of modularity on innovation 
(Lau et al, 2010; Cabigiosu and Camuffo, 2012). Another set of studies have looked at code reuse in open source software projects 
with the lens of modularity (Haefliger et al., 2008; Rullani and Haefliger, 2013). While these studies have looked at the reuse of 
lines of code, they do not consider the use of broadly applicable components such as middleware. Re-use of major components 
such as middleware is likely to have a major impact in innovation outcomes. In that vein, there has been a set of studies that have 
looked at remixing or recombining different modular components but they approach with the perspective of online communities, 
such as those studies on 3D printing communities (Flath et al., 2017; Kyriakou et al., 2017; Stanko, 2016). 
6 As noted earlier, and highlighted by a later study by Arts and Fleming (2018), novelty and value are not necessarily positively 
correlated, and it is important to separate these two dimensions rather than assuming value implies novelty. 



 

combination, lead to higher variation and better designed innovations, but has not considered the 

tensions that may arise due to potential limits on the novelty or performance, as described above. 

3. THEORY AND HYPOTHESES 
3.1 Middleware and the Distinctiveness of Innovation 

An important outcome of the technological recombination process is the novelty of the 

technology being generated (Arts and Veugelers, 2015; Arts and Fleming, 2018). The specific 

meaning of a novel product in this case relates to how different or unique a product is from those 

that have come before, rather than being a determinant of quality or value of an innovation 

(Castañer, 2017; Arts and Fleming, 2018). In our context, we are interested in the degree to which 

a product is novel from the perspective of the product features (e.g., the combination of game 

characters, storylines, and themes, etc. in our video games setting). 

There are a number of channels through which building on a modular middleware 

component, which can be reused across multiple products, may be associated with products that 

are more novel. First, the modular nature of middleware reduces the costs of experimentation, 

enabling developers experiment more easily and arrive at more novel products, as past studies of 

recombinant innovation have suggested (Kaplan and Vakili, 2015; Arts and Veugelers, 2015; 

Fleming, 2001). Second, since using pre-existing, modular, middleware components reduce the 

costs of creating new products, software developers can reallocate the resources they would have 

had to spend on creating basic functionality (now done through middleware), to more creative 

tasks that could distinguish their products from others (von Hippel and Katz, 2002; Arora et al., 

1997). This could lead to the development of more creative and distinct products. Additionally, 

given that software development is generally carried out in teams (of designers, programmers, 

etc.), this could reduce the need for technical expertise, enabling individuals with more diverse 



 

and less technical backgrounds to contribute to these projects. This increase in diversity could then 

lead to more novel outcomes (Singh and Fleming, 2010; Teodoridis, 2017). 

However, there also exists a mechanism through which the use of these modular 

components may limit the creation of game titles which are more novel. As much as it is a shift 

towards modularization and a reduction of costs, middleware also constitutes a decrease in the 

flexibility of how certain products can be developed (Fleming and Sorenson, 2001). For instance, 

it becomes difficult to customize features that are built into the middleware components, and to 

adapt them beyond what the middleware allows, which can be explained by “fixation” of higher 

level design hierarchies through the adoption of middleware (Clark, 1985). For instance, licensed 

game engines, which constitute the common form of middleware in video game development, 

allow game developers to simplify much of the tasks in development. However, if a game engine 

does not contain some features (e.g., certain game engines for mobile phones do not allow you to 

show 3D objects), then it becomes very difficult or costly to customize outside of these features. 

Therefore, developers have a set “feature space” which gets exploited over time, making it difficult 

to create products which are different from those in the marketplace. This is consistent with the 

idea that, with the general purpose technologies that can be used as the building block of 

innovation, customization costs can quickly add up to prevent using such technologies if the 

intended application domain of the final innovation is distant than the proximate application 

domain of the general purpose technology (Arora et al., 1997; Bresnahan and Gambardella, 1998; 

Gambardella and Giarratana, 2013). Therefore, while these modular technologies may reduce the 

cost of creating innovations, using them incurs customization costs if the middleware is used for 

more novel purposes. 



 

These negative effects might be further compounded by competitive interactions among 

different developers in the marketplaces. Building on a modular structure may make it easier for 

competitors to replicate successful product designs (Ethiraj et al., 2008; Baldwin & Henkel, 2015), 

which could lead products which use middleware components to be even more similar.  

Since it is unclear, a priori, which one of these effects is dominant, we hypothesize the 

above arguments on the impact of middleware use on the product novelty as competing 

hypotheses: 

Hyp 1a. Middleware use is associated with products which are more novel. 
Hyp 1b. Middleware use is associated with products which are less novel. 

3.2 Middleware and Product Demand 

Perhaps the most important outcome regarding the use of modular components for 

innovation is how this influences the usefulness of a particular technology (Fleming, 2001; 

Majchrzak et al., 2004). Existing studies have looked at this from the perspective of patents, and 

knowledge recombination. Yet, as mentioned in earlier sections of this paper, we do not understand 

how this affects product market outcomes, such as usefulness in terms of observed product market 

demand for products. This can be thought of empirically as the total sales of a product, within the 

platform it is being sold on.  

There are a number of different arguments for how middleware may be associated with 

positive market outcomes, in the form of greater demand or more revenue. Similar to the arguments 

regarding the impact of middleware on the novelty of products created, building on modular 

middleware components may allow companies to shift resources away from mundane and 

repeatable development tasks, and focus efforts on creative or value enhancing activities, leading 

to more valuable products. Additionally, the modularity allows developers to experiment more 



 

easily, allowing them to experiment until they arrive at the most valuable version of their products 

(Fleming and Sorenson, 2001; von Hippel and Katz, 2002). 

However, the use of these modular components may also be associated with products 

which are less commercially valuable. On the one hand, the use of middleware components may 

allow companies to reduce the costs of development, potentially leading to a “race to the bottom” 

as less professional entrants begin to join the marketplace. Boudreau (2018) demonstrates this 

phenomenon in the case of mobile apps developers. There is also anecdotal evidence from 

Boudreau and Hagiu (2009) regarding this phenomenon in the Atari third party marketplace, where 

the low cost of development lead to lower quality products flooding the market. Additionally, 

given that modularity may make it easier for competitors to replicate successful innovations 

(Baldwin & Henkel, 2015; Ethiraj et al., 2008), we could expect developers to replicate successful 

products, reducing the expected demand for any one product. Therefore, it is possible that there 

exists an association between the use of middleware and less valuable, or lower revenue generating 

products because of the development of lower quality products. 

We frame these countervailing arguments as competing hypotheses, which we attempt to 

resolve in our empirical analysis, as it is unclear a-priori which of these effects would dominate.  

Hyp 2a. Middleware is associated with more commercially valuable products. 

Hyp 2b. Middleware is associated with less commercially valuable products. 

4. DATA AND VARIABLES 

 We study the use of middleware and subsequent product outcomes in the console gaming 

industry between 2001 and 2010, during the time that Generation 6 and 7 of video game consoles 

were available in the marketplace. We focus specifically on the use of licensed (3rd party) 



 

middleware by game developers in developing complements for these period’s game consoles. We 

chose this period, because in 2001, licensed middleware was officially introduced into the console 

game industry (through Sony’s Tool & Middleware Program for Playstation 2, which is followed 

by other platform owners shortly after), allowing us to study a period where there was 

heterogeneity in the use of middleware (which is now widespread). 

 We assembled data from multiple sources to perform this analysis. We collected data on 

releases of console games from Moby Games, which contains the most detailed historical 

information about the games available on all major video gaming consoles. This data has been 

used in earlier studies (Mollick, 2012; de Vaan et al., 2015; Cennamo et al., 2018), specifically 

because of its rich history of the video game industry. This data includes information about quality 

ratings, as well as detailed information about the composition of the developer team. These data 

also include rich product descriptions, describing the content of the game. Finally, this data also 

contains information about game engines, physics engines, graphics/3D engines, as well as other 

middleware tools (such as those used for animation, or creating environments to use in games) 

which are the most common forms of middleware used. This also reflects whether the middleware 

was licensed by a third-party to the developer – a critical issue as we focus on such licensed 

middleware in our analysis. In addition, this data was combined with detailed sales information 

from NPD that includes the demand (revenue) generated by every title available, separately each 

specific console release of that title (hence, providing revenue data at the title-platform level). Our 

final data consists of 1112 title-platforms released for Sony and Microsoft owned platforms 



 

(Playstation 2, Playstation 3, Xbox, and Xbox 360) within genres that the adoption of middleware 

components was observed. 7 

4.1 Measure of Middleware 

 Our middleware measure intends to capture whether firms are using middleware, licensed 

by a third party (other than those provided by the platform owner or inhouse technologies owned 

by the game developer) that can be used across multiple products (i.e., games). These middleware 

components broadly fall into game engines, 3D engines, graphics engines, physics engines, and 

other tools (representing smaller tools for animation, environment building, networking etc.) 

categories, with well known 3rd party middleware components such as the Havok physics engine, 

or the Unreal game engine.8  We look both at the total number of middleware components used in 

each product, as well as dummies for individual types of middleware to test the robustness of the 

effects. Middleware components are also designed to be combined multiples of them modularly – 

with the most common combination being the use of physics engine with a game or 3D engine as 

they tend to cover different aspects of game development.  The total number of middleware 

components reflects the extent to which the code within the game is being created using 

middleware, or being hand coded by developers. 

4.2 Measure of Performance 

We measure the commercial value of individual title-platforms (e.g., FIFA 2005 for 

Xbox360) based on the revenues that the title-platform generated in the U.S. Console Game 

                                                        
7 We began with the entire population of Moby games data, but then reduced our sample in order to make the most meaningful 
comparison. We began by limiting ourselves to the time frame between 2001 and 2010 when middleware was beginning to be 
introduced. We focused only on console games for Playstation and Xbox which were the two dominant platforms and similar in 
terms of the games available. Middleware first emerged on the PS2 platform, and so this is where we focused our empirical analysis. 
Middleware components also existed only in certain games (action, racing, etc.). We therefore limited the sample to only categories 
where middleware was at some point introduced. 
8 Unity, which is currently the most widely used game engine was not available for these platforms in these generations. The closet 
analog is the Unreal game engine, which was the original basis for many of these games. 



 

Market during its lifetime (on average, 80% of revenues for a title-platform is generated in its first 

12 months). NPD research data provides us with monthly sales of games in U.S. market, for each 

platform, from January 1995 until February 2010. Since our sample ends in 2010, our sales data is 

not truncated for products that were released later, since we are able to observe the entire period 

that games are on the market, including those released in 20109. 

4.3 Measure of Product Novelty 

 As described thus far, our notion of product novelty relates to the concept of how different 

a product is from those that have been previously released. The inherent challenge in measuring 

the degree of novelty is defining whether something is different from the existing set of products, 

particularly when all product development inherently involves variation and doing things that are 

somehow novel. We construct our measure of novelty on the basis of the Moby Games text 

description of each game, that captures succinctly the objective, ideas and concept of a particular 

game.10 Importantly, the description does not contain information about middleware used and 

other technical components. A common approach in determining novelty from text data involves 

constructing measures based on angular distance (cosine distance or Euclidian distance) between 

vectors based on product descriptions. However, these measures have limitations, because they do 

not account for the fact that all products are to some extent "differentiated" from existing products 

(however, we include them as robustness checks). Therefore, existing studies have not been able 

to qualitatively distinguish products that are in fact novel. 

                                                        
9 Note that we will be controlling for “release year” fixed effects in our regressions, effectively controlling for differences in the 
time on market for each product – therefore games released towards the end of our observation window will have been “corrected” 
by this fixed effect. 
10 Existing studies have measured this on the basis of “tags” or labels from Moby games. This provides a coarser description of a 
particular game, and is subject to the bias in describing or categorizing the games in relation to other games. The descriptions used 
in the present analysis are provided by the game developer and describe the features of the game. 



 

We adopt techniques from anomaly detection, a commonly used machine learning 

approach, to construct a measure of novelty. Most classification problems in machine learning 

require pre-specifying groups (i.e. A and B) and training an algorithm to distinguish between 

different observations (characterized by a vector of characteristics). However, there are cases 

where it's difficult to specify these groups prior to training a model. For example, machine learning 

techniques are often used in data security or manufacturing to identify when future data are 

different from past data. An application of this is to identify problems in manufacturing when 

performance or quality metrics in the future differ from these metrics in the past. Anomaly 

detection is a classification technique developed for such instances, where there is considerable 

data on current situations, but the objective is to model whether future data differs from these 

earlier data. This technique works by fitting a contour (surface) around the training data (data from 

the current period, time t) and then checking the position of the test data (from the following period, 

time t+1) relative to this contour. Observations within the contour can be thought of as describing 

the area covered by existing data and therefore can be thought of as being similar to existing data 

(regular or normal) while observations outside of the contour can be through of as being different 

(irregular, anomalies or abnormal) observations.  

We adapt this to measuring the novelty of individual software titles based on their software 

descriptions. Using the software descriptions, we removed punctuation, tokenized the data 

(removed grammar and suffixes) and converted the descriptions into term frequency vectors (a 

vector for each title, with k terms for the frequency of each word that occurred in the description. 

This approach ignores word order, meaning, sentiment and more complex context. It is what is 

referred to as a "bag of words" approach. Once we converted the text data to numerical (term 

frequency vectors) we can proceed with the novelty detection algorithm. 



 

   For each year of the data we construct two samples. We split our numerical representation 

of the text data (term frequency matrix) for all titles prior to the year in question and the sample 

(term frequency matrix) for the focal year. We then run our anomaly detection algorithm to fit a 

contour around the sample from previous years. This contour can be interpreted as the "novelty 

frontier" which defines the boundary for the numerical representation of the data. This was done 

using a one-class support vector machine, with an RBF kernel.11 Observations outside of the 

novelty frontier are distinct or different, from those released earlier. Observations within the 

novelty frontier (which can be thought of as a circular or elliptical boundary as seen in Figure 1), 

are less distinct and more similar to those which were released earlier. This approach also provides 

us with a measure of how far each observation is from the novelty frontier, which reflects a more 

granular measure of the degree of novelty.   

We tested the robustness of our results to conventional measures of distance, such as 

angular distance between the term frequency matrices described above. We also tested topic 

modeling and other dimensionality reduction techniques and computed the metrics using these 

refined data to test the robustness of the results (see Appendix). 

------------------------------------ Insert Figure 1 about here ------------------------------------ 

4.5 Additional Controls 

 In our analysis, we include a number of control variables to capture different factors that 

may be influencing the results. In all of our regression analysis, we include multiple fixed effects 

at the: Year (release year of game), firm (publisher) and category (product market niche/genre) 

levels.  We include as a control variable, Product Experience which is the log-transformed number 

of products that the firm has previously released.  We also include as a control Middleware 

                                                        
11 RBF (Radial Base Function) Kernel is the most common approach used for one-class SVM machines. A maximum 
misclassification rate of 0.5% was allowed. However, the method was robust to alternative specifications. See Appendix.  



 

Experience, which is a log-transformed count of the number of products previously released that 

used licensed middleware. Including both of these variables simultaneously helps to capture the 

size of the firm and its overall product portfolio, as well as the proportion of those titles that were 

based on middleware. 

 We also include Licensed Title which is an indicator variable, equal to one if the rights to 

make the game were licensed from an outside entity. An example of this would be James Bond 

based game 007: Goldeneye, which was built around the James Bond IP. This may shape both the 

novelty of the game and demand, and therefore is included as a control. Inhouse Middleware is an 

indicator variable that indicates whether the firms that are using middleware components that they 

developed themselves. As a reminder, our measure of middleware relates to third-party 

middleware components developed by outside companies. Project Size is a log-transformed count 

of the number of technical credits (programmers, designers, artists, and engineers) involved in 

creating the game. This is a common proxy for the budget of the actual game, since the primary 

input for game development is human capital such as programmers and game designers. This 

measure has been used in a number of other papers (Mollick, 2012; de Vaan et al., 2015). 

5. ANALYSIS AND RESULTS 

 We begin our analysis by providing descriptive evidence for how the use of middleware 

maps to patterns of product novelty and demand. We affirm the robustness of these descriptive 

patterns using regression analysis in later sections. 

5.1 Descriptive Evidence on Product Novelty 
 As a first attempt in understanding the patterns between product distinctiveness and 

middleware use, we compare the share of titles that were novel (i.e. beyond the novelty frontier) 

by different levels of middleware in Figure 2. Here we see that products which used fewer 



 

middleware components were more novel, while those that used a greater number of middleware 

components were less novel. In the extreme case where products were based on three middleware 

components, there were no titles that were beyond the novelty frontier. This provides the first 

evidence in support of Hypothesis 1b. 

 Next, we compare the distribution of novelty scores (our measure of novelty calculated as 

described in earlier sections) stratified by the use of middleware.12 We present the stratification 

based both on the number of products. In Figure 3, we present gaussian kernel density estimate 

for the distribution of novelty scores for products with and without middleware. We can see that 

products with one middleware component have a distribution that is shifted slightly to the left of 

those that do not use any middleware components, suggesting that those which do not use 

middleware are more distinct. Finally, those that use two middleware components are shifted even 

further to the left suggesting that they are even less distinct novel. These results further suggest 

that products which use middleware components (middleware) are on average less distinct than 

products that do not use them, consistent with Hypothesis 1b. 

5.2 Descriptive Evidence on Product Demand 
 Here we explore descriptively the relationship between the use of middleware and the 

demand for a particular product, measured by the total revenue that it generates, on a specific 

platform. We again begin in Figure 2 by comparing the total sales (in USD) of each title-platform, 

based on the number of middleware components observed.13 We find that revenues are higher in 

instances where middleware is used, suggesting support for Hypothesis 2a. We then compare the 

                                                        
12 As described in earlier sections, negative novelty scores indicate that a product is beyond the 'novelty frontier' (products that are 
novel), while positive scores indicate a distance away from the novelty frontier (products that are not novel). 
13 All measures of product revenues are based on the revenues generated on a particular platform (i.e., title-platform level). 
Therefore, we alleviate issues that are brought by the potential economies of scope across platforms at the title level (which would 
be the sum of title-platform sales across all platforms of release) with the use of middleware (Corts and Lederman, 2009). 



 

distribution of our outcome variable, total product revenue for the title-platform, using a gaussian 

kernel density estimate for products that use middleware and those that do not, in Figure 3. The 

revenue measure here is corrected for year, niche (genre), publisher and product size. We find that 

the distribution is shifted to the right for those titles that use middleware, and further more so for 

those that use two middleware. The means of the distributions appear to be slightly shifted. 

However, the results are not as drastic as those for product distinctiveness. While this provides 

some support for Hypothesis 2a, we move to regression analysis in subsequent sections, where we 

can test for the statistical significance of these differences. 

------------------------------------ Insert Figures 2 and 3 about here ------------------------------------ 

5.3 Regression Analysis for Product Novelty 

 Here, we look for a more stringent test of whether the use of middleware is associated with 

lower product novelty consistent with Hypothesis 1b and the earlier descriptive evidence. Given 

that our outcome variable is normally distributed (See Figure 3), we use an OLS regression with 

the novelty score as our outcome variable.14 We present the results of these regressions in Table 

1. In Columns 1 through 3, we introduce our measure of middleware use along with Time 

Dummies, Publisher (Firm) and Category Fixed Effects, as well as additional control variables. 

The results suggest that middleware use is associated with less novel products and the results are 

significant at the 1% level. In Column 4 and 5, we split the middleware variable into different 

components including individual dummies for the number of middleware components that are used 

(e.g., 2 or 3 middleware components), and dummies for the individual components (e.g., game 

engine, 3D engines, etc.). The results in Column 4 suggest that more middleware is associated with 

                                                        
14 This provides a more reliable analysis than a dummy variable for whether a particular product is beyond the novelty frontier (i.e., 
Novelty = 1 dummy), because there is some subjectivity in the algorithm in terms of where the frontier is located. This depends on 
parameter choices and the kernel function for the SVM classifier. The novelty score therefore provides a more reliable measure 
since the relative novelty scores of less versus more novel products will not vary greatly under different parameters or classifier 
kernels. 



 

lower distinctiveness, consistent with earlier results, while the results in Column 5, suggest that 

different components may contribute differently, but that individual components constitute a much 

weaker (or noisier) effect than the combination of these components. These results provide support 

for Hypothesis 1b.   

 Regarding the magnitude of these effects, one additional middleware component 

corresponds to a decrease in the novelty score of 0.003. This is a within group effect, that can be 

interpreted as the change in the novelty score of a developer within a particular category, in a given 

year. The standard deviation, within group, in novelty is approximately 0.005. Therefore, a shift 

from zero to two middleware correspondents responds to a decrease in the novelty score of more 

than one standard deviation. We provide some examples of games together with their descriptions 

and novelty scores to illustrate the impact of these novelty score changes in Appendix.  

 Finally, we provide a number of robustness checks in the appendix, including a series of 

robustness checks with more conventional measures, such as cosine distance of text descriptions. 

The results were also robust to various parameter choices in setting up the one-class SVM 

algorithm (in Appendix). 

------------------------------------ Insert Table 1 about here ------------------------------------ 

5.4 Regression Analysis for Product Demand 
 Here, we look for a more stringent test of the impact of middleware components on product 

demand measured by product sales. We use an OLS regression with the log-transformed product 

(title-platform) revenues as the outcome variable for our analysis. We present the regression results 

in Table 3. In Columns 1 through 4, we include our main variables of interest and controls 

including year, publisher and genre fixed effects as well as our set of controls from the earlier 

regression. The coefficient for N. of Middleware Components is positive and significant at the 1% 

level, suggesting that middleware use is associated with more valuable products. In Columns 5 



 

and 6, we split our measure of middleware into the number of middleware components (Column 

5) and into the types of components (Column 6). The results suggest that using a higher number 

of middleware components is associated with higher demand, but simultaneously using individual 

components does not appear to be related to higher demand, as indicated by the negative but not 

significant coefficients in Column 6. In Column 7, we introduce the novelty measure from Table 

1 as an additional control variable. The novelty coefficient is insignificant, while the baseline effect 

for middleware use remains consistent in sign and significance. These results provide support for 

Hypothesis 2a. In terms of the magnitude of the coefficients (Column 4) correspond to 29% higher 

revenues on average, with each middleware component used.15 While this magnitude is relatively 

large, the coefficient is 18% of the within group standard deviation (with developer, industry and 

time period), suggesting a high degree of variability in revenue, even within developer firms and 

products. 

------------------------------------ Insert Table 2 about here ------------------------------------ 

5.5 Robustness Checks and Supplementary Analysis 
 The results thus far support Hypothesis 1b and 2a. The theoretical arguments leading up to 

these predictions both relate to the technology itself and the companies that choose to use this 

technology. To further explore these relationships, we look at the decision of which companies 

choose to adopt middleware components.  

 For instance, the main rationale behind middleware is that it provides a modular base that 

can be reused and built upon across multiple products. These middleware components are meant 

to replicate the basic functionality that developers would have to create for each successive title, 

and therefore can lower the costs of development. However, as we argue in the theory 

development, this may also lead companies to create less valuable products since the costs of 

                                                        
15 Since the outcome variable is log transformed, we calculate this ratio based on the exponentiated function exp(%̅ + () /exp(%̅). 



 

development are lower. Or, it might lead companies to reallocate their resources to create more 

valuable products. The patterns we are observing in support of Hypothesis 1b and 2a suggest that 

middleware components are associated with products that are more valuable but less novel. This 

runs opposite to the argument that middleware increases “low cost” imitation, as it has been 

observed in other settings (e.g., smartphone apps, Boudreau, 2019). Rather, it suggests that 

middleware components allow companies to reallocate their resources to create more valuable 

products, but that the technology itself makes it more difficult to create products which are more 

novel from those already in the marketplace. 

5.5.1 Developer Characteristics and Middleware Use 
 To explore the discussion above directly, we estimate the likelihood of developers using 

middleware. The main variables of interest are Project Size and whether a developer is an entrant 

(i.e., if this is developer’s first product release). In Table 3, we find a positive relationship between 

being an entrant and the number of middleware components (Column 1 & 2), as well as a negative 

relationship between the number of product releases (Column 3 & 4), the inverse of being an 

entrant. In Columns 5 & 6, we split the sample between entrants and firms that have previously 

released at least a single title. We find that project size is associated positively with middleware 

use for all of the columns, except Column 6, in which it is insignificant. Therefore, even in the 

case of entrants (Column 6) we do not find that smaller project size is associated with middleware 

use. 

This suggests that while middleware may replace the functions of many human workers, it does 

not lead to “low cost” development, but instead companies that use middleware build on top of 

this technology. This is consistent with the view that middleware components do allow for the 

creation of more reliable and valuable technologies, but this may limit the ability of companies to 

distinguish themselves through more novel products. 



 

------------------------------------ Insert Table 3 about here ------------------------------------ 

5.5.2 Instrumenting for Factors Leading to Middleware Use 

 As a secondary check, we attempt to account for factors that may influence the use of 

middleware and check whether our findings remain stable or change. This would indicate whether 

our outcomes are associated due to the middleware’s technological features, or whether our 

outcomes are driven due to which companies choose to use middleware.  

 A central argument how middleware affects product development is that, the use of 

middleware lowers software development costs, enabling companies to shift resources from 

having programmers creating basic functionality for the game to having a modular component that 

can be re-used across multiple games. This enables companies to hire fewer programmers to 

develop basic core technologies, but instead focus on other development tasks, such as game 

testing, design or other creative tasks. 

We exploit a policy change in the way H1-B Visas were issued, that affected the ability of 

companies to hire and retain their workers, but not product market outcomes such as novelty or 

product market outcomes.  

Console game developers, like many other technology and software firms, are largely US-

based and rely heavily on foreign talent often through H1-B visas. In 2004, the US imposed a quota 

on H1-B visas that made it more difficult to acquire this foreign talent. U.S. software developers 

that wanted to acquire talent found it more difficult to do so after this shock. However, those that 

already had previously hired workers on H1-B visas had an even more captive, and in turn cheaper, 

workforce because these workers were not able to switch to other companies (because they would 

have to get a new H1-B visa). We collected data on the applications and grants of H1-B visas for 



 

all US firms, and matched these to the firms that existed in our sample.16 This provided us with 

information about which firms had relied on software engineers and game developers from foreign 

countries through the H1-B program. 

 We construct two instruments: 1) A count of the number of employees that were previously 

hired through the H1-B program (U.S. developer firms only, including U.S. subsidiaries of foreign 

parent firms), and 2) an interaction of the number of employees previously hired under H1-B, with 

an indicator for the period after the policy change. This captures the effect of the policy change on 

those companies that had a larger base of foreign employees. The indicator of the period after the 

shock (the missing term in the interaction) is omitted from the analysis because it is captured by 

the year dummies in the main regression. Fixed effects are included at the company, category and 

year level to capture other potential temporal differences in the application of H1B visas, as well 

as differences between companies that use H1B visas and those that do not. Also, in the Appendix, 

we provide evidence that H1B Policy requests decline following the policy event, and that the 

majority of H1B visas for companies in the sample were for programmers, which are affected by 

middleware use. 

In Table 4, we present the 2SLS instrumental variable results for both novelty and revenue 

outcomes. In the bottom part of the table, we present the results of the first stage regressions. The 

outcome for the first stage regression is the N. of Middleware Components that has been used in 

the analysis as the main explanatory variable thus far.17 For our first stage instruments, we find 

                                                        
16 This information is provided by the U.S. government as a public record, https://www.foreignlaborcert.doleta.gov. 
17 As first stage of the 2SLS model is a count variable, using ordinary 2SLS coefficients may provide a poor second stage prediction 
(as it is based on a normally distributed prediction). We follow the approach suggested by Angrist and Pischke (2009 – Section 
4.6.2 – Forbidden Regressions) as an alternative to the forbidden regression of substituting the non-linear fitted values as 
instruments. While our chosen alternative is not a commonly known approach, we validated this by checking other sources and 
found many prominent econometricians suggesting this alternative. See Wooldridge: 
https://www.statalist.org/forums/forum/general-stata-discussion/general/1371733-how-to-handle-endogenous-count-variable-in-
impact-study We report the first stage coefficients for predicting the outcome variable, rather than the fitted value, as this helps 
reflect the validity of the instruments. 



 

that those firms which a greater number of H1-B visas are more likely to use middleware 

components (approximately 4% higher per 10 H1-B employees), but that after the policy change 

the effect is reversed, and show a 5% decline in middleware use per ten H1-B workers in the 

likelihood of using middleware components. These coefficients are significant at the 5% level, and 

the first stage multivariate F test is also significant at the 1% level. These results are economically 

significant as companies in the sample have as many as 150 workers with H1-B visas, and having 

a substantial share of workers with mobility constraints may greatly shape software use decisions. 

These results are consistent with the process described above. 

The second stage regression results are consistent with our earlier analysis, in that we find 

a significant (at p < 0.1) and negative relationship between middleware use and product novelty, 

while we find a positive and significant relationship between product demand and middleware (at 

p < 0.1). These results suggest that middleware components are associated with products that are 

less novel, while being associated with products that are more valuable. While the results from the 

previous Table 3, suggested that middleware components are used with specific kind of firms (new 

entrants) or projects (large sized projects of incumbent firms), even after accounting for these with 

our 2SLS model, we still find that middleware components are associated with more popular titles, 

but products which are less novel. 

------------------------------------Insert Table 4 about here------------------------------------ 
5.5.3 Specialization in Middleware Based Development  

The use of middleware may not be a one-off decision, but firms may become repeated users 

of middleware and specialize in middleware-based development. While we control for this in our 

                                                        
 



 

earlier regression results models, here we focus on the specific impact that experience with 

middleware development may have on development. 

By using middleware on one project, developers are forgoing the option of developing 

basic underlying technological components and instead focusing on customizing that middleware 

for their specific application. In doing so, they will become more efficient at using middleware to 

create products, as well as developing assets, skills and human capital in middleware-based 

development. For subsequent projects, if they were to return developing without using middleware, 

they would have to abandon any middleware specific assets and instead reinvest in developing the 

basic development skills that were previously being performed using middleware. In this case, 

developers would be more and more likely to specialize in middleware-based development, and in 

turn developing middleware specific skills, assets and expertise. 

 This specialization in middleware-based development would also imply that the most 

experienced or specialized firms would be adept at the process of experimenting with middleware, 

allowing them to arrive at the most valuable combinations more easily (Kogut and Zander, 1992; 

Cohen and Levinthal, 1990; Kim and Kogut, 1996). Additionally, if the use of middleware allowed 

firms to reallocate resources to more creative or more value creating tasks, then we could expect 

that those specialized in middleware would be able to extract the most value out of middleware 

when creating middleware-based applications as they have organized themselves around these 

technologies. 

 At the same time, the focus on building and recombining a core set of technological 

components may have its limits. As Kim and Kogut (1996) suggest “The repeated application of 

a particular set of technologies or organizing principles eventually exhausts the set of potential 

combinations” (p. 285). This implies that the specialization in middleware development, while 



 

efficient and able to create value, may make it more difficult to create novel or distinct 

technological components. This is likely to increase as the degree to which these components are 

reused increases, and the potential set of combinations is increasingly exhausted. This in turn 

implies that the specialization in middleware-based development is likely to be associated with 

lower novelty. 

 Table 5 shows results regarding the specialization in middleware-based development 

affects our results. Both for novelty and demand, we see that the interaction Middleware 

Experience x N. of Middleware Components subsumes the previously negative (for novelty) and 

positive (for demand) effects of the previously N. of Middleware Components main variable. This 

finding suggests that when firms begin to initially use middleware, they are not able to generate 

higher commercial revenues or develop less novel products. However, as they become more 

experienced in using middleware, they become more specialized, experiencing higher 

customization costs and less willingness to develop basic functionality. This logic is consistent 

with the novelty and revenue results we present above. 

------------------------------------ Insert Table 5 about here ------------------------------------ 

6. DISCUSSION AND CONCLUSION 
 In this paper we explored how the use of third-party middleware components relates to 

novelty and commercial success of products created. This is an important issue from the 

perspective of platform strategy, as many platform companies devise policies regarding which 3rd 

party tools can be available on their platforms. However, it is unclear how the availability of these 

tools shapes the innovative outputs on these platforms. We find that middleware components are 

associated with products which are less distinct, but more commercially valuable. In subsequent 

sections we discuss the theoretical and policy implications of these results.  

6.1 Contributions to Theory  



 

 Existing studies have long considered how the modularity of technological components 

may have implications for innovation, both from the perspective of being able to experiment and 

generate novel innovations (Ethiraj and Levinthal, 2004), as well as the challenges of being able 

to prevent imitation (Ethiraj et al., 2008; Baldwin and Henkel, 2015). However, the use of modular 

technologies in product development decisions may also coincide with the decisions of how 

companies allocate workers, which may influence the types of products generated from these 

modular technologies. However, the literature on modularity has not generally focused on this 

issue.  

 Existing studies from recombinant innovation have looked at how the use of certain 

technologies shapes the novelty and usefulness of technologies (Fleming, 2001; Fleming and 

Sorrenson, 2002). However, these studies have generally focused on technological recombination 

of knowledge, measured through patents. This is different from the use of tools or modular 

components, as patent citations (used by Fleming, 2001; Fleming and Sorenson, 2002) refer to 

related areas of technological innovation. However, innovators do not cannot recreate the 

technology in the patent if they do not which to license it (this is the purpose of patent protection). 

In the case of modular technologies, developers can re-create the technology themselves if they do 

not wish to use the modular components. This paper provides evidence of how this may work in 

the context of modular components, as described above.  

 Finally, while existing studies of platforms have considered that platforms may make 

policy decisions that affect the availability of innovations on the platform (Eaton et al, 2015; 

Ghazawneh and Henderson, 2013; Karhu et al., 2018), these studies have generally not focused on 

the implications of the tools provided on this platform for innovation. That said, a number of 

studies have highlighted that the tools that platforms can greatly influence innovation (Ghazawneh 



 

& Henfridsson, 2013; Eaton et al., 2015; Yoo, 2019). A prominent example of this is the decision 

of Apple to not allow Adobe Flash on its devices, which altered the availability of products on iOS 

platforms, as well as the career trajectories of Flash developers (Tambe and Horton, 2018).  

6.2 Contributions to Practice 
From the perspective of a platform owner, or an entity that wants to offer boundary 

resources such as middleware to enable innovation, the results of this study provide important 

insights into how this may end up shaping innovation outcomes. The important conclusion is that 

middleware components have an important tradeoff at the core. They both enable innovation and 

lead to the creation of more valuable innovations, because they allow firms to avoid having to 

recreate basic functionality. However, at the same time, they impose constraints that limit the 

ability to create more novel components, and in turn creativity. Simply looking at this does not 

provide the full picture. Given the strong selection mechanisms at play, as demonstrated by both 

the theory and the analysis, the availability of middleware may greatly shape the types of products 

being created. For instance, middleware does not on its own limit creativity. However, it does 

create customization costs in relative terms and therefore shifts product development towards less 

creative and less novel products. Similarly, while middleware may make it more difficult to 

differentiate a product from others, it allows firms to reallocate their resources towards more 

valuable development tasks leading to more valuable innovations overall. Therefore, choosing 

how, whether and when to offer these boundary resources such as middleware components directly 

shapes the direction of the innovation process that occurs. If this is in the hands of a platform 

owner, then introducing middleware comes with a clear tradeoff and one that has to be carefully 

managed in order to optimize the level of innovation that is occurring. 
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TABLES AND APPENDICES 
Figure 1. Illustration of Novelty Detection Algorithm 

Step 1. Fitting Boundary Around Past Product 
Observations 

Step 2. Plotting Current Products on Learned 
Frontier 

  
The novelty detection algorithm used in this paper is based around a one-class Support Vector Machine Classifier. This algorithm fits a contour 
(boundary) based on observations at a time before the current period (ie. pre-observations). Choosing this boundary has some discretion and we can 
allow for a certain share of observations to be outside of the boundary (i.e. white dots outside of the learned frontier in Figure 1A). We then overlay (or 
predict in mathematical terms) whether the observations that come after are within or outside of the learned frontier. Those outside the frontier are 
considered to be novel, while those inside are considered to not be novel. The novelty score indicates the distance of a particular observation from the 
boundary of the learned frontier. This means that the relative measure of the novelty score between novel and less novel products will be consistent no 
matter the exact position of the frontier.  

Figure 2. Breakdown of Novelty and Product Revenues by Middleware Use 
A) Middleware Use and Novelty of Products B) Middleware and Product Revenues 

  
The Novelty Frontier represents the boundary fitted by the one-class classification algorithm (illustrated in Figure 1). A product beyond the novelty 
frontier is considered to be novel. Titles beyond the novelty frontier plotted with respect to the share of middleware components used (Fig A). Also, we 
plot the median revenue within each group (Fig B). Median reported as a result of high variance within these groups. 

Figure 3. Distribution of Novelty Score and Product Sales by Middleware Use 
A) Distribution of Novelty Scores  B) Distribution of Sales Revenues (USD) 

  

These figures provide an overview of the distribution of product novelty scores and product revenues, over the use of middleware. The distributions are 
shown using histograms overlayed with kernel density regressions (epanechnikov kernel). The figure on the left provides a distribution of novelty scores, 
with the novelty threshold represented by the vertical blue line. While this threshold changes based on the parameters of the novelty detection algorithm, 
the distributions relative to this threshold remain relatively constant. The blue distribution shifted to the right of the red distribution suggests that those 
without middleware are on average more novel. The figure on the right provides a similar breakdown based on residuals of product demand (total sales), 
suggesting that those that use middleware components generate lower sales on average.  



 

Table 1. Results of  OLS Regressions for Product Novelty 
Unit of  Observation: Individual Title-platform 

Outcome Variable: Product Novelty Score (i.e. Distance from Novelty Frontier) 
  (1) (2) (3) (4) (5) 
       
N. of  Middleware Components  -0.003*** -0.003*** -0.003***   
  (0.001) (0.001) (0.001)   
N. of  Middleware Components = 1     -0.000  
     (0.001)  
N. of  Middleware Components = 2     -0.014***  
     (0.003)  
Middleware Components: Game Engine      -0.003 
      (0.004) 
Middleware Components: Graphics Engine      -0.003 
      (0.002) 
Middleware Components: Physics Engine      -0.003 
      (0.002) 
Middleware Components: 3D Engine      -0.005** 
      (0.002) 
In House Middleware    0.001 0.001 0.001 
    (0.001) (0.001) (0.001) 
Project Size    -0.002** -0.001** -0.002** 
    (0.001) (0.001) (0.001) 
Licensed Title    0.001 0.001 0.001 
    (0.001) (0.001) (0.001) 
Middleware Experience    -0.002 -0.002 -0.002 
    (0.001) (0.001) (0.001) 
Product Experience    0.000 0.000 0.000 
    (0.001) (0.001) (0.001) 
Middleware Experience       
x N. of  Middleware Components       
       
Time FE  Yes Yes Yes Yes Yes 
Publisher FE   Yes Yes Yes Yes 
Category FE   Yes Yes Yes Yes 
       
Intercept  -0.002 0.001 0.007 0.007 0.007 
  (0.002) (0.004) (0.006) (0.006) (0.006) 
       
       
F  33.03 6.82 6.68 6.84 6.55 
  0.00 0.00 0.00 0.00 0.00 
R2  0.42 0.48 0.48 0.49 0.48 

            Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01) N = 1112 
 
 
 
 



 

Table 2.  Results of  OLS Regressions for Product Value (Total Sales) 
Unit of  Observation: Individual Title-platform 

Outcome Variable: Total Product Sales (Log - Transformed) 
          
  (1) (2) (3) (4) (5) (6) (7) (8) 
          
N. of  Middleware Components  0.356*** 0.335*** 0.288*** 0.260***   0.248*** 0.023 
  (0.089) (0.081) (0.079) (0.077)   (0.077) (0.144) 
N. of  Middleware Components = 1      0.273***    
      (0.094)    
N. of  Middleware Components = 2      0.482**    
      (0.221)    
Middleware Components: Game Engine       -0.335   
       (0.283)   
Middleware Components: Graphics Engine       0.158   
       (0.134)   
Middleware Components: Physics Engine       0.406***   
       (0.126)   
Middleware Components: 3D Engine       -0.335   
       (0.175)   
Distance from Novelty Frontier        -3.675  
        (2.544)  
In House Middleware    0.590***  0.506***  0.505***  0.524***  0.525***  0.501*** 
    (0.076)  (0.076)  (0.077) (0.077)  (0.077)  (0.076)  
Project Size    0.417*** 0.418*** 0.408*** 0.420*** 0.413*** 0.668*** 
    (0.053) (0.054) (0.054) (0.054) (0.053) (0.084) 
Licensed Title    -0.040 -0.038 -0.037 -0.034 -0.036 -0.037 
    (0.079) (0.077) (0.077) (0.077) (0.077) (0.077) 
Product Experience    0.084* -0.004 -0.004 -0.010 0.026 0.025 
    (0.049) (0.104) (0.104) (0.105) (0.104) (0.105) 
Middleware Experience     0.099 0.098 0.100 0.094 0.033 
     (0.099) (0.099) (0.099) (0.099) (0.014) 
Middleware Experience         1.139* 

x N. of  Middleware Components         (0.072) 
          
Time FE  Yes Yes Yes Yes Yes Yes Yes Yes 
Publisher FE  Yes Yes Yes Yes Yes Yes Yes Yes 
Category FE   Yes Yes Yes Yes Yes Yes Yes 
          
Intercept  15.167*** 14.088*** 13.333*** 12.249*** 12.247*** 12.241*** 12.156*** 12.213*** 
  (0.154) (0.414) (0.427) (0.489) (0.490) (0.489) (0.490) (0.489) 
          
          
F  7.09 7.28 8.08 8.99 8.89 8.82 8.93 8.96 
  (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
R2  0.14 0.41 0.45 0.48 0.49 0.50 0.51 0.52 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01) (N = 1112.) 

 
 



 

Table 3.  Results of  Regressions for Use of  Middleware Components [Robustness Check #1] 
Unit of  Observation: Individual Title-platform  

Outcome Variable: Number of  Middleware Components Used 

 (1) (2) (3) (4)  (5) (6) 

 
Entrant Indicator Experience with Past 

Releases 
 

Only Developers 
with Previous 

Releases 

Only 
Entrants 

        
New Entrant 0.310* 0.331*      

 (0.142) (0.148)      

        
Project Size 0.350*** 0.236* 0.391*** 0.266*  0.423** 0.027 
 (0.104) (0.109) (0.105) (0.109)  (0.155) (0.154) 
        
Number of Past Products   -0.247*** -0.310***  -0.438**  

   (0.070) (0.087)  (0.135)  
        
Year, Publisher, Category FE  Yes  Yes  Yes Yes 
& Other Controls        
        
N 1112 1112 1112 1112  717 395 
Chi-Squared 108.006 174.258 115.477 182.351  118.282 87.170 
 0.000 0.000 0.000 0.000  0.000 0.000 
Standard errors in parentheses (* p<0.05, ** p<0.01, *** p<0.001)    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

Table 4.  Results of  Instrumental Variable Regressions [Robustness Check #2] 
Unit of  Observation: Individual Title-platform 

 (1) (2) (3)  (4) (5) (6) 
        
N. of Middleware Components -0.003*** -0.006* -0.006*  0.248*** 0.581* 0.563* 
 (0.000) (0.003) (0.003)  (0.077) (0.293) (0.304) 
        
First Stage Results        
        

Number of Past H1B Cases  0.041*    0.041*  
  (0.016)    (0.016)  
Post H1B Policy        
X Number of Past H1B Cases  -0.051**    -0.051**  

  (0.019)    (0.019)  
        
Year, Publisher & Category FE Yes Yes Yes  Yes Yes Yes 
Other Controls Yes Yes Yes  Yes Yes Yes 
        
Second Stage F 8.68 8.79 8.61  5.95 8.66 2.31 
 (0.00) (0.00) (0.00)  (0.00) (0.00) (0.00) 
First Stage F for Excluded  4.05 2.45   3.82 2.34 
 (Sand.- Windm, Multivariate F Stat. 
Reported)  (0.01) (0.08)   (0.02) (0.09) 

Hansens J Statistic  0.035    1.049  
  (0.85)    (0.30)  
Kleinberg Papp LM Statistic (Chi 2)  8.80    8.32  
  (0.01)    (0.01)  
+, 0.47 0.48 0.45  0.38 0.38 0.38 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01) N = 1112. Stars indicated at 0.1level to convey 
significance levels of observations around threshold. 

The instrumental variable regressions here are used to evaluate whether once controlling for selection the results change. We find 
that after introducing the instruments, our results do not change, but only weaken in significance, indicating that this our results are 
not really driven by the decision of which companies will use middleware, but rather driven by the features of the middleware 
technology itself.  Our first stage outcome variable is a count ranging from zero to three, while the predicted values introduced into 
the second stage of the 2SLS are normally distributed continuous variables. This changes considerably the magnitude of the 
coefficients and they should therefore be interpreted with caution. However, they key test of whether the effect remains or is 
changed following the introduction of these instruments remains valid and provides support for our theoretical and empirical results. 
First stage F statistics for multiple instruments is reported. Kleinberg Papp statistics suggest that the instruments may be weak, and 
that this may bias the second stage estimates, therefore we include the condivreg estimates for instrumental variable regressions in 
Stata, which is based on the conditional likelihood approach developed by Moreira (2003) as intended for weaker instruments. 

 
 
 

  



 

Table 5. Results of  OLS Regressions for Product Novelty & Demand with Middleware 
Specialization [Robustness Check #3] 

Unit of  Observation: Individual Title-Platform 
  Novelty Demand 
    
N. of  Middleware Components  0.002 0.023 
  (0.002) (0.144) 
In House Middleware  0.001 0.501*** 
  (0.001) (0.076)  
Project Size  -0.001** 0.668*** 
  (0.001) (0.084) 
Licensed Title  0.001 -0.037 
  (0.001) (0.077) 
Middleware Experience  -0.000 0.025 
  (0.001) (0.105) 
Product Experience  -0.000 0.033 
  (0.001) (0.014) 
Middleware Experience  -0.003*** 1.139* 
x N. of  Middleware Components  (0.001) (0.072) 
    
Time FE  Yes Yes 
Publisher FE  Yes Yes 
Category FE  Yes Yes 
    
Intercept  0.006 12.213*** 
  (0.006) (0.489) 
    
    
F  6.76 8.96 
  0.00 0.00 
R2  0.49 0.52 

Standard errors in parentheses (* p<0.05, ** p<0.01, *** p<0.001) 
 
 
 
 
 
 

 

 

 



 

APPENDIX A. SUPPORTING TABLES AND ROBUSTNESS CHECKS 

 
Table A1. Descriptive Statistics for Variables Used in Analysis 

 

Variable Mean St. 
Dev. 

St. Dev. 
in Group2 Min Max 

Number of Middleware Components 0.23 0.479 0.000 0.00 2.00 

log(Total Sales by Title, Platform) 15.32 1.390 0.498 9.34 19.63 

Novelty Score -0.02 0.021 0.005 -0.09 0.02 

Cosine Distance 0.94 0.014 0.006 0.91 0.98 

Cosine Distance (LDA Topics) 0.77 0.052 0.020 0.64 0.95 

Licensed Title1 0.44 0.497 0.000 0.00 1.00 

In-house title [Same Developer and Publisher]1 0.44 0.496 0.000 0.00 1.00 

log(Number of Project Employees) 4.29 0.814 0.216 0.00 6.21 

Number of Past Middleware Titles 6.08 6.556 0.500 0.00 32.00 

Number of Past Titles Released 65.91 65.755 5.500 1.00 313.00 

Middleware [Game Engine]1 0.02 0.130 0.000 0.00 1.00 

Middleware [Graphics Engine]1 0.07 0.260 0.000 0.00 1.00 

Middleware [Physics Engine]1 0.09 0.287 0.000 0.00 1.00 

Middleware [3D Engine]1 0.05 0.217 0.000 0.00 1.00 
1Binary or indicator variable.  
2 St.Dev. In Group, calculated based on the standard deviation within each fixed-effects group 

(product market category and year). Standard deviation calculated separately for each group and 
median value reported (mean values yielded comparable results).  

 
 
 
 
 
 
 
 
 
 
 
 



 

Table A2. Pairwise Correlation Between Variables Used In Analysis 
 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Number of Middleware Components 1.00           

Novelty Score  -0.23 1.00          

Cosine Distance  -0.15 0.84 1.00         

Cosine Distance (LDA Topics)  -0.19 0.47 0.46 1.00        

log(Total Sales by Title, Platform) 0.11 -0.12 -0.13 0.00 1.00       

log(Number of Project Employees) 0.19 -0.35 -0.21 -0.18 0.39 1.00      

In-house title  
[Same Developer and Publisher] 0.06 -0.04 -0.08 0.03 0.32 0.19 1.00     

Licensed Title -0.02 0.02 0.04 0.19 0.08 0.09 -0.04 1.00    

log(Number of Past Projects) -0.03 -0.04 -0.08 0.06 0.34 0.19 0.28 0.04 1.00   

Number of Past Middleware Titles 0.08 -0.15 -0.11 -0.02 0.30 0.23 0.19 0.11 0.81 1.00  

Number of Middleware Components ×  
log(Number of Middleware 
Projects)  

0.82 -0.28 -0.18 -0.20 0.20 0.24 0.13 0.01 0.18 0.31 1.00 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

Table A3.  Additional Specifications of  OLS Regressions for Product Novelty  
Unit of  Observation: Individual Title 

Outcome Variable: Product Novelty Score (Specific Measure Indicated in Column) 
 One Class SVM  Cosine Distance with  Cosine Distance with 
 Distance Measure  Topic Model (LDA) 

Features 
 Raw Text Features 

 (1) (2)  (3) (4)  (5) (6) 
N. of  Middleware Components -0.003*** 0.002  -0.009*** 0.001  -0.002** 0.001 
 (0.001) (0.002)  (0.003) (0.006)  (0.001) (0.002) 
Middleware Experience  -0.003***   -0.006**   -0.002** 
 x N. of  Middleware Components  (0.001)   (0.003)   (0.001) 
Middleware Experience -0.001 0.000  -0.005 -0.002  -0.001 -0.000 
 (0.001) (0.001)  (0.004) (0.004)  (0.001) (0.001) 
In House Middleware 0.001 0.001  0.002 0.002  -0.000 -0.000 
 (0.001) (0.001)  (0.003) (0.003)  (0.001) (0.001) 
Project Size -0.001** -0.001**  -0.006*** -0.005***  -0.001** -0.001* 
 (0.001) (0.001)  (0.002) (0.002)  (0.001) (0.001) 
Product Experience 0.000 -0.000  0.000 -0.001  0.000 -0.000 
 (0.001) (0.001)  (0.004) (0.004)  (0.001) (0.001) 
Licensed Title 0.001 0.001  0.010*** 0.010***  0.002* 0.002* 
 (0.001) (0.001)  (0.003) (0.003)  (0.001) (0.001) 
Intercept 0.006 0.007  0.838*** 0.840***  0.957*** 0.958*** 
 (0.006) (0.006)  (0.019) (0.019)  (0.006) (0.006) 
         
         
F 8.68 8.79  5.95 5.96  3.25 3.29 
 (0.00) (0.00)  (0.00) (0.00)  (0.00) (0.00) 
R2 0.47 0.48  0.38 0.38  0.25 0.25 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01) N = 1112. 
Here we provide robustness tests of our results from Table 1, by providing alternative outcome measures of 
novelty. In columns 2 and 3, we repeat the results from Table 1 based on the one class SVM measure. In 
Columns 3 and 4, we use latent Dirichlet allocation to identify different topics and calculate the cosine 
distance between products based on those topics. We performed similar analysis with non-negative matrix 
factorization and other dimensionality reduction techniques and found comparable results. In Columns 5 and 
6, we repeat the analysis but this time calculate the cosine distance on the basis of the raw product descriptions 
(same as in columns 1 and 2). Note that in the case of these cosine distance metrics, higher distance signifies 
lower novelty or distinctiveness.  

 

 

 
 

 
 
 
 
 



 

Figure A1.  Product Development Team Composition by Middleware Use  
A. Percent of Programming and Production Roles 

vs. Art and Design Roles by Middleware Use B. Team Size by Middleware Use 

  
Here we provide descriptive evidence regarding distribution and size of product development teams by Middleware 
use. The objective here is to demonstrate that there is an association between middleware use and the resources 
that a firm needs to allocate to create a software application, as our theoretical arguments predict. Exhibit A shows 
the percent of programming, production, and quality assurance roles in the credits that developed the video game 
and compares it with the percent of art, design, and story writing roles. Exhibit B shows average number of team 
members worked to develop the game by middleware use. These descriptives show that, as number of used 
middleware components increase, the percent of the programming/production roles worked on the game decreases 
relative to the art/design roles. This change occurs despite the increase in the average team size, which should also 
increase managerial (production) requirements to handle the game development. 

Figure A2. H1-B Visa Applications by Sample Firms 
Total Number of H1-B Applications Applications by Job Type (Visa level class.) 

  
The figure on the left indicates the number of H1-B applications that we filed by firms in our sample during the sample 
window, with the policy change occurring at the vertical dotted line. This helps to convey that the policy change did in fact 
influence the ease and propensity with which firms were applying for H1-B visa applications and may have influenced 
employee mobility. The figure on the left indicates the job type (visa rating) for which the visas were applied. These are color 
coded with programing jobs indicated in grey bars, artistic or creative jobs in light blue / grey bars and managerial jobs in 
orange bars. Clearly, the overwhelming majority of positions were in relation to programming jobs, which are heavily related 
to the use of middleware.  



 

Figure A3. Distribution of  Novelty Scores with and Without Middleware Components 

  

  
 

Figure A4. Distribution of  Revenues with and without Middleware Components 

  

  



 

APPENDIX B. BACKGROUND AND ROBUSTNESS CHECKS ON ONE-
CLASS SVM METHODOLOGY 

 
Novelty detection refers to a statistical technique relating to identifying unique or novel 

observations. We found the definitions provided in the documentation for the SK-Learn python 
package, a particularly clear exposition of the intuition behind this technique. We quote their definition 
below (Original Here: https://scikit-learn.org/stable/modules/outlier_detection.html) 
 
Summary of Novelty Detection Techniques:  
 
Many applications require being able to decide whether a new observation belongs to the same 
distribution as existing observations (it is an inlier), or should be considered as different (it is an outlier). 
Often, this ability is used to clean real data sets. Two important distinctions must be made: 
 
Outlier detection: The training data contains outliers which are defined as observations that are far from 
the others. Outlier detection estimators thus try to fit the regions where the training data is the most 
concentrated, ignoring the deviant observations. 
 
Novelty detection: The training data is not polluted by outliers and we are interested in detecting whether 
a new observation is an outlier. In this context an outlier is also called a novelty. 
 
Overview of Technique:  
 
This technique was proposed by Schölkopf et al. (2000) as an application of the SVM classification 
approach, for problems where a single class exists. The conventional SVM algorithm fits a decision 
boundary (high dimensional hyperplane) between the observations belonging to either class. The 
objective function in that case minimizes to reduce the distance between these observations and 
boundary parameter. To avoid overfitting, a “slack” parameter exists, that allows a certain share of 
observations to be misclassified and therefore a “smoother decision boundary” to be fitted. In the 
case of a one-class SVM the algorithm fits a boundary, that attempts to envelop the data, and a slack 
parameter exists to specify the degree to which false negatives may be observed in the data. This is to 
ensure that the decision boundary does locate far from the origin.  

 This process can be interpreted from the figure below [Fig 1 in the paper.] 
Step 1. Fitting Boundary Around Past Observations Step 2. Plotting New Observations on Learned Frontier 

  



 

In the figure on the left we represent the fitting process, comparing the observations from the 
period 1990 to 2000, to the observations from 2001 to 2006. The contour is fitted around the white 
data points. This is represented in two-dimensional space between Feature A and B, and the plane is 
fitted based on an RBF (Radial Base Function) kernel. Here, we use a slack parameter of 1%, indicating 
that 1% of observations were outside of the fitted contour. With each new observation (represented 
by the purple data points on the right) we project the location of this observation into this space and 
evaluate whether observations are within or outside of the boundary. Those observations outside of 
the boundary are considered as being novel.  
 
Schölkopf, B., Williamson, R. C., Smola, A. J., Shawe-Taylor, J., & Platt, J. C. (2000). Support vector 
method for novelty detection. In Advances in Neural Information Processing Systems[NIPS] (pp. 582-588). 
 
Preprocessing and Data Cleaning: 
 
 We convert the data from a text representation to a Term Document Frequency (TDF) Matrix. 
This is referred to as a “bag of words” approach where document, in this case text description, is 
represented by the number of times each word occurs in the document. This does not capture context, 
but rather a count of the fine-grained topics that occur in each document. The rows of the matrix 
represent each document in the dataset, while the columns represent each keyword [See below]. 
 

 
 
 Clearly, there are numerous approaches to selecting the keywords in constructing this matrix. 
We remove stopwords (eg. Common words such as “and”, “if”, or “I”), as well as words that occur 
infrequently. It is possible to also use inverse document frequency to de-weight those words that occur 
frequently across documents.  
 
Sensitivity of Variable Construction: 
 
 We performed a number of sensitivities checks for our variable construction technique, these 
are summarized below.  
 
a. Keyword Choice for TDF Matrix Construction 

We tested the robustness of our analysis to a variety of strategies in constructing these 
variables.  

- Different cutoffs in terms of term document frequency [Keywords that occur in minimum 2 
documents, 5 documents, 10 documents are included]. 

- TDF (Count of Terms) as well as TF-IDF (Inverse Document Frequency Weighted).  
 
 
 

This initial training data was split 50% between the two classes (AI and Non-AI Patents). This was
sampled from various years and technological domains (USPTO patent classes). Because this training sample
was small in comparison to the scale of the data we were classifying, we used an active learning approach to
build up the remainder of our training sample. We applied a simplistic ML model to get a prediction for the
population of patents whether they belonged to AI technologies or not. We then proceeded to identify the
observations which were most informative, based on whether they were likely to be misclassified. We then
asked the student coders to code the 1000 patents that were most likely to be misclassified (according to the
last step) to validate whether these were AI patents or not. We repeated these steps until we achieved a final
training sample of 3,112 USPTO and 1,226 CNIPA observations [4,338 Total], 33% and 38% of which were
AI related patents, for the USPTO and CNIPA patent datasets respectively.

The USPTO training dataset was larger than that of the CNIPA data because we were able to achieve a
considerable degree of classification accuracy with a small amount of CNIPA data, while in comparison we
had to rely on active learning, classifying additional USPTO training observations until we achieve a machine
learning classifier that could have performed with a high degree of accuracy.4 We re-weighted our dataset to
ensure class balance in subsequent sections.

Step 2: Pre-processing and feature construction

An important first step of analyzing text data is converting it to a numerical representation that can be used
for subsequent analysis.

There are two ways that this is commonly done. The most intuitive is a Bag-of-Words approach, where
researchers simply indicate the frequency or share of the features. Features here refer to the words, word
pairs (bigrams, trigrams) or other components that the researchers select to describe these documents. This
approach implies converting the data-set of text documents into what is called a document-feature matrix.
In this matrix, each row of the matrix represents each text description (in our case is the abstract of each
patent) while each column represents each feature in the document. The fields of the matrix can be populated
by various metrics that describe these documents, as illustrated below.

Raw Text Input TD-Frequency Matrix
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. . .
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3

77775

Reserchers have considerable discretion in terms of how they construct these features, and may experiment
with different approaches to achieve the optimal features (this is often called feature engineering). The
objective is generally to identify feature which lead to the highest classification accuracy, both within the
training data, but also in a holdout (validation) sample for external validity.

Common techniques include removing stopwords (commonly occurring keywords such as ’I’, ’or’, ’and’,
which do not contain deep meaning, and may be common to both the training and test classes). Dictionaries
of these keywords are often available as part of text analysis packages. Researchers may also choose to use

4
This active learning process could have been performed for additional classification rounds to increase the size of the training

data and the accuracy of the classifier further. However, there are diminishing returns in terms of classification performance.

3



 

b. Construction of Novelty Variable using One Class SVM 
 
We tested different model parameters including:  
 
- Different cutoffs in terms of minimum false positive rate (nu parameter): 0.1%, 1%, 5% & 10%. 
- Different kernel functions: Radial, Sigmoid, & Linear.  

 
c. Alternative measure of Product Distinctiveness 
 
We tested a number of different strategies for constructing the variable.   
 
- One class SVM for Anomaly detection (as described in this section) 
- Cosine distance between text descriptions 
- Topic models to capture broad topics in the dataset, and then calculate cosine distance between 

those topics. (Similar results obtained when one class SVM used with topics). 



 

APPENDIX C. REGRESSION RESULTS WITH ALTERNATIVE CONSTRUCTION OF  
DISTINCTIVENESS VARIABLE 

 
 
 

Table C1. Alternative Specification with Different Cutoffs of False Positive Rate (nu parameter) 
in One-Class SVM Classifier 

Unit of Observation: Individual Title. Outcome Variable: Product Novelty Score 
         

Maximum Training Errors 0.1% F. Neg. 1% F. Neg. 5% F. Neg. 10% F. Neg. 
 (1) (2) (3) (4) (5) (6) (7) (8) 
         

N. of Middleware Components -0.0004*** 0.0004 -0.0048*** 0.0026 -0.0196** 0.0102 -0.0564*** 0.0167 
 (0.0002) (0.0003) (0.0016) (0.0030) (0.0065) (0.0122) (0.0172) (0.0326) 
Middleware Experience  -0.0005***  -0.0044***  -0.0176**  -0.0432*** 
x N. of Middleware Components  (0.0002)  (0.0015)  (0.0061)  (0.0163) 
         
Baseline Terms and Full Set of 
Controls Yes Yes Yes Yes Yes Yes Yes Yes 

         
F 10.96 11.00 11.13 11.16 10.95 10.97 9.26 9.28 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
R2 0.42 0.43 0.43 0.42 0.25 0.25 0.38 0.39 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01)     

 
 
 
 
 
 
 
 



 

Table C2. Alternative Specification with Different Cutoffs of False Positive Rate (nu parameter) in One-Class SVM Classifier 
Unit of Observation: Individual Title. Outcome Variable: Product Novelty Score 

Kernel: Radial Base Function 
Maximum Training Errors 0.1% F. Neg. 1% F. Neg. 5% F. Neg. 10% F. Neg. 

 (1) (2) (3) (4) (5) (6) (7) (8) 
         

N. of Middleware Components -0.0013*** 0.0006 -0.0048*** 0.0026 -0.0196** 0.0102 -0.0564*** 0.0167 
 (0.0005) (0.0009) (0.0016) (0.0030) (0.0065) (0.0122) (0.0172) (0.0326) 
Middleware Experience  -0.0011***  -0.0044***  -0.0176**  -0.0432*** 
x N. of Middleware Components  (0.0005)  (0.0015)  (0.0061)  (0.0163) 
Baseline Terms and Full Set of 
Controls Yes Yes Yes Yes Yes Yes Yes Yes 

F 12.51 12.49 11.13 11.16 10.95 10.97 9.26 9.28 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
R2 0.46 0.46 0.43 0.42 0.25 0.25 0.38 0.39 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01)     

 
Table C3. Alternative Specification with Different Cutoffs of False Positive Rate (nu parameter) in One-Class SVM Classifier 

Unit of Observation: Individual Title. Outcome Variable: Product Novelty Score 
Kernel: Sigmoid Function 

Maximum Training Errors 0.1% F. Neg. 1% F. Neg. 5% F. Neg. 10% F. Neg. 
 (1) (2) (3) (4) (5) (6) (7) (8) 
         

N. of Middleware Components -0.0004*** 0.0001 -0.0028*** 0.0015 -0.0152** 0.0078 -0.0344*** 0.0101 
 (0.0001) (0.0002) (0.0010) (0.0018) (0.0049) (0.0093) (0.0104) (0.0197) 
Middleware Experience  -0.0003***  -0.0025***  -0.0138**  -0.0263*** 
x N. of Middleware Components  (0.0001)  (0.0009)  (0.0047)  (0.0099) 
Baseline Terms and Full Set of 
Controls Yes Yes Yes Yes Yes Yes Yes Yes 

F 7.43 4.47 11.68 11.69 11.00 11.03 9.32 9.33 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
R2 0.33 0.34 0.44 0.44 0.42 0.43 0.39 0.39 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01)     



 

Table C4. Alternative Specification with Different Cutoffs of False Positive Rate (nu parameter) in One-Class SVM Classifier 
Unit of Observation: Individual Title. Outcome Variable: Product Novelty Score 

Kernel: Linear 
Maximum Training Errors 0.1% F. Neg. 1% F. Neg. 5% F. Neg. 10% F. Neg. 

 (1) (2) (3) (4) (5) (6) (7) (8) 
         

N. of Middleware Components -0.0027*** 0.0016 -0.0291*** 0.0152 -0.1517** 0.0791 -0.3435*** 0.1101 
 (0.0010) (0.0018) (0.0097) (0.0183) (0.0493) (0.0930) (0.1044) (0.1971) 
Middleware Experience  -0.0025***  -0.0261***  -0.1362**  -0.2625*** 
x N. of Middleware Components  (0.0009)  (0.0092)  (0.0466)  (0.0988) 
         
Baseline Terms and Full Set of 
Controls Yes Yes Yes Yes Yes Yes Yes Yes 

F 11.49 11.50 11.24 11.26 10.98 11.03 9.31 9.32 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
R2 0.44 0.44 0.44 0.44 0.43 0.43 0.39 0.39 
Standard errors in parentheses. (* p<.1, ** p<.05, ***p<.01)     



 

APPENDIX D: EXAMPLES OF TITLES CLASSIFIED AS BEING  
NOVEL OR NOT NOVEL 

 
The following is a sample of video game titles which we classified as being above or below the novelty frontier 

of the one class SVM algorithm. The conversation of text data into a numerical representation removes “stopwords” 
or other frequently ocuring words from these descriptions, which leaves many of action words and descriptive 
words (ie. Verbs, nouns and adjectives) that describe the game.  

 
While there are similar genres, sequels and general themes in both the Novel or Not-Novel groups, the ones 

which are “not novel” appear to be providing descriptions, but not particularly new features (i.e. “Very similar to other 
games of Spec-Ops family.” Meanwhile, those which are more novel, appear to have unique features, for the year in 
which they were released, even though they may be sequels (e.g. “Unlike past Mega Man titles, Legends 2also adds RPG 
elements into the mix, allowing players to talk to villagers and the like.”). This includes examples like  

 
 

Titles which are “Not Novel” or Distinct [i.e. Below the Novelty Frontier] 
 

Title Description Novelty 
Score 

Release 
Year 

THE INCREDIBLE 
HULK: ULTIMATE 
DESTRUCTION 

The Incredible Hulk faces against his greatest adversary - the 
Abomination - in a free-roaming, open world action adventure.  
Every object is interactive, plus you can also wield the power of 
'weaponization', whereby you can create new weapons from 
everyday objects.  As the most powerful creature on earth, take 
the battle from the city to the badlands, smash six classic Marvel 
bosses and finally defeat the Devil Hulk inside your mind. 

-0.008 2005 

CORVETTE Celebrate the 50th anniversary of the great American dream 
machine.  This race game features over 100 Corvette models, 
from the 1953 original to the fine-tuned 2003.  Simple single and 
split-screen player modes are available, or start from the 
beginning and race through history, collecting and upgrading 
cars along the way.  There are over 15 tracks, with alternate 
routes that can be unlocked through races.  Models and colors 
are true to spec, although custom cars can be unlocked as well. 

-0.009 2004 

THE RED STAR The Red Staris a third-person action game based on the graphic 
novel of the same name. The setting is an alternate reality 
version of the Soviet Union, the United Republics of the Red 
Star (URRS) where magic and technology co-exist.  You can play 
as one of three character each with different abilities and play 
styles.  The gameplay includes elements of shoot'em up and 
beat'em up genres, boss fights, weapon upgrades, and more. 

-0.019 2007 

FUZION FRENZY Fuzion Frenzy  is a party game with six arenas and more than 45 
different mini-games for up to four players to partake in. Fuzion 
Frenzy provides real-time play for all players in both the main 
game and the mini-games, no waiting for your opponent to take 
their turn. 
 

-0.006 2001 



 

More features to add replay value include scalable rules for all of 
the mini-games, secret games to unlock, support for your own 
custom soundtrack and dynamic environments to change up the 
levels each time. 

IHRA 
MOTORSPORTS 
DRAG RACING 

Enjoy the power of Top Fuel, Pro Mod, Pro Stock, or Funny 
Car drag racing! Race on multiple tracks against some of the best 
drivers and cars of the IHRA. Start easy with a quick race, or 
modify any of the 70 different parts for optimum performance! 
Race on ten different tracks in different weather (day or night). 
Race friends or join tournaments online! 

-0.001 2001 

SPEC OPS: 
AIRBORNE 
COMMANDO 

Spec Ops: Airborne Commando is an isometric action game 
where you as a player, control a lone soldier through 16 levels of 
shooting and using high-tech equipment.  
 
Levels span from hostage rescuing to mayhem & destruction and 
from urban environments to jungles.  
 
Very similar to other games of Spec-Ops family.  
 

-0.001 2002 

MTV CELEBRITY 
DEATHMATCH 

Based on MTV's claymation animation show Celebrity 
Deathmatch. You play a series of wrestling matches, much in the 
style of other wrestling games. The twist being, that you play one 
of various celebrities, such as Marilyn Manson and Carmen 
Electra. Various weapons appear in the ring during play, such as 
a chainsaw and crossbow. The game is set out in 6 "episodes" of 
3 matches each, and you can play either of the celebrities in each 
match. 
 

-0.003 2003 

THE FAST AND 
THE FURIOUS 

Based on the movie The Fast and the Furious: Tokyo Drift, the 
game puts you in the shoes of a rookie trying to make it in the 
world of drift racing. As in the movie, the game is set on the 
streets of Tokyo (and at night, of course) and stars some of the 
same characters and their cars. At first, you don't have a lot of 
cash, but as you win more races and earn more money, you're 
able to upgrade, customize and trick out your vehicle into a top-
notch drifting machine. 
 

-0.003 2006 

DANCE DANCE 
REVOLUTION 

Simon has been taken to the next level in this arcade dancing 
game.  The game cues you which direction to step.  You use a 
special floor mat to step out the moves in rhythm.  The more 
moves you step out keeping the beat, the better your character 
does on screen.  You get to choose from 28 different songs to 
dance to.  It's possible to dance alone or with a friend. 
 

-0.007 2001 

SX SUPERSTAR SX superstar is a motocross racing game. In arcade mode, you 
can pick a rider, bike, and track, and have a quick race against the 
AI riders.  In championship mode you start as a poor, amateur 

-0.013 2003 



 

rider, and you try to work your way up to motocross stardom.  
You have to manage your finances, get sponsorships, and buy 
better bikes in order to beat your opponents.  You have to do 
well in a variety of races including arenas, bajas, and A2Bs, in 
order to get promoted to higher leagues. 

MONOPOLY 
PARTY 

Based on the hugely successful Monopoly board games, you 
have the opportunity to become a millionaire and bankrupt up to 
four other friends. Like the original, you must buy property, 
move around the board, make money and ruin your enemy to 
survive. This game features all you would expect of the game, 
fines, "GO", comunity chests and chances. But unlike the 
original, your board can be made to be a sci-fi, fantasy, 
prehistoric or the original board. 

-0.008 2002 

F1 
CHAMPIONSHIP 
SEASON 2000 

All cars and drivers from the 2000 season are here and the game 
modes include a single race, a championship season, a custom 
season (where you pick the track order yourself) and a quick race 
where you start at last place in the field, and you must get as far 
up the field as possible in just 4 laps. 

-0.002 2000 

TOM AND JERRY 
IN WAR OF THE 
WHISKERS 

A Power Stone-like fighting game featuring characters from the 
classic Tom and Jerry series of cartoons. 
 
Fight in a variety of arenas based upon classic Tom and Jerry 
cartoons, to unlock further levels and other T&J characters that 
you can play as.  Each level features breakable terrain and 
various implements that you can use to beat your adversary.  
Each level also features a unique surprise for unwary players. 

-0.016 2003 

DISNEY'S 
CHICKEN LITTLE 

Based on Disney's film, take part in Chicken Little's adventure as 
he and his friends, the Misfits, tries to save the world. 
 
The game begins with Chicken Little missing his school bus and 
it's up to you to help him get to school. There are a total of 24 
levels and you must complete a set of objectives in each one 
before being able to advance to the next.  
 
By collecting Buck Cluck Trading Cards in each game level, you 
can purchase Minigames at the Minigame Store to play with a 
friend. 
  

-0.018 2005 

 
 
 
 
 
 
 
 
 



 

 
Examples of Titles which are “Novel” or Distinct [i.e. Above the Novelty Frontier] 

 

Title Description Novelty 
Score 

Release 
Year 

SAMURAI JACK: 
THE SHADOW 
OF AKU 

Born and bred a warrior, Samurai Jack is thrust into the future by 
his nemesis, Aku.  In his travels, Jack learns of a time portal that 
can reunite him with his ancient ancestors.  Now he must battle 
Aku's minions across burning villages, massive forests, and the 
bustling Aku City to find the time portal! 
 
Use combo moves, slow-motion Sakai focus mode, and various 
weapons to defeat your foes.  Also meet up with the familiar faces 
of the Scotsman, Mad Jack, and others. 

0.002 2004 

BACKYARD 
WRESTLING: 
DON'T TRY THIS 
AT HOME 

Wrestling need not be limited to a ring and bare arms. In Backyard 
Wrestling you can use bricks, tables and anything else found 
within range - nothing in the environment is statically painted-on. 
These objects are incorporated into many surprising stunts. The 
damage modeling includes full blood and gore, which coupled 
with an intense rock-rap soundtrack ensures that this is not a game 
for younger players. There are 30 pre-configured wrestlers, and 
you can create your own to take them on. 

0.002 2003 

VEXX On the forsaken remains of the planet Astara, the villagers of 
Rockhaven lived difficult but peaceful lives, until the day the 
Shadowraith, Dark Yabu, and his minions swept down from the 
sky. With ferocity and ruthless efficiency, they descended upon the 
townfolk, enslaving them to work deep in the caves that 
surrounded their village.  
 
Dark Yabu murdered the grandfather of the young Vexx, who 
managed to slip quietly aboard the enemy's windship. There, 
locked deep within Yabu's sanctum, was the last pair of Astani 
Battle-gauntlets. The gauntlets leapt onto Vexx's outstretched 
hands and bonded to his arms giving him special powers. Prepared 
to meet his destiny, Vexx embarks on a quest through volcanic 
islands, frozen citadels and giant castles to confront Dark Yabu, 
save his people and avenge the death of his grandfather. 

0.001 2003 

BACKYARD 
WRESTLING: 
DON'T TRY THIS 
AT HOME 

Wrestling need not be limited to a ring and bare arms. In Backyard 
Wrestling you can use bricks, tables and anything else found 
within range - nothing in the environment is statically painted-on. 
These objects are incorporated into many surprising stunts. The 
damage modeling includes full blood and gore, which coupled 
with an intense rock-rap soundtrack ensures that this is not a game 
for younger players. There are 30 pre-configured wrestlers, and 
you can create your own to take them on. 

0.002 2003 

TONY HAWK'S 
PRO SKATER 2 

The sequel to Tony Hawk's Pro Skater adds many new tricks, 
while retaining those from the original, and a complete roster of 

0.001 2000 



 

the greatest skaters worldwide. Among the new tricks is the 
"manual", which allows the player character to balance on two 
wheels. There are also more options for scoring high-trick 
combos. Trick combinations can also be edited and customized. It 
is possible to visit some of the most popular skate parks in the 
world, or create own areas and share them with other players. 
Players can also create their own skaters, with a choice of clothing 
and official skateboards. 

CONFLICT: 
DESERT STORM 
II: BACK TO 
BAGHDAD 

In this sequel to the squad based shooter Conflict: Desert Storm, 
you are ordered back to Iraq for some unfinished business. 
 
The gameplay and controls haven't changed since the original, but 
graphically it has much more detail. There are more weapons at 
your squad's disposal and more vehicles to drive. 

0.011 2003 

STAR WARS: 
DEMOLITION 

A demoliton derby in the Star Wars universe.  Essentially, 
Vigilante 8 with Star Wars vehicles.  Use anything from a Swoop 
Bike to a mind controlled Rancor.  You can even play as Boba 
Fett.  Boards include all of the worlds visited in the Star Wars 
movies  (Tatooine, Hoth, Death Star, Endor, Dagobah, etc...).  
Single player, multi-player, and tournament modes are available. 
 

0.004 2000 

BIONICLE Playing as the Toa, Toa Nuva and finally the 7th Toa, you must 
explore the six elementally-themed regions of Mata Nui - a 
tropical paradise of high mountains, great lakes and mighty 
volcanoes - rescue the scattered Matoran and break the spell of 
darkness sent by the evil Makuta. In doing so you will face danger 
in equal measure from the islands many environmental hazards 
(including falling rocks, rainforest winds, icicles and lava falls) and 
the foul minions of Makuta. Choose any one of the six Toa 
characters to begin your adventure. Use the unique elemental 
powers of the Toa and summon blasts of elemental energy to 
defeat your enemies. 
 

0.001 2003 

CRUSADERS OF 
MIGHT AND 
MAGIC 

Drake, a loner, toughened by exposure, hardship, and a life of 
fighting the scourge that destroyed his family as a boy, is swept up 
into the midst of a new Crusade. He must join the High Guard as 
they try to rid the lands of the Legion of the Fallen. With swords 
and sorcery, Drake must fight his way through 5 distinct realms. 
From the spires of the Citadel to the murky depths of Duskwood 
Drake will run, jump, duck, fight and cast spells as he becomes 
ever more powerful and must eventually challenge the leader of 
the dead army himself. 
 

0.002 2000 

MEGA MAN 
LEGENDS 2 

Mega Man returns in this, his second 3D outing. The Blue bomber 
and his teammate, Roll, must journey to a distant island to recover 
The Mother Lode, an item that no-one really understands, but that 
they all believe may hold the key to make their dreams come true, 

0.002 2000 



 

and so everyone is after it.  
 
Unlike past Mega Man titles, Legends 2also adds RPG elements 
into the mix, allowing players to talk to villagers and the like. Some 
may help in finding items, others aid the player with important 
information about The Mother Lode, and other areas on the 
island. 

BLOODRAYNE 2 Sequel to BloodRayne, BloodRayne 2 follows Rayne into the 
modern day. No longer killing Nazis, she teams up again with the 
Brimstone Society to take out her Vampire Father and her various 
siblings. Rayne's new powers and abilities include rail sliding 
(among other acrobatics), blood guns, stop time, and tons of 
gruesome fatalities to dispatch her foes with. 

0.008 2004 

NCAA 
GAMEBREAKER 
2001 

Like previous games in 989 Studios' GameBreaker series, NCAA 
GameBreaker 2001 is a counterpart to their NFL GameDay series. 
You start out as a bottom-rung coach at one of the 115 division 1-
A college teams and as your performance increases, you obtain 
promotions and offers from other schools. At the end of the 
season, you're able to export your players to NFL GameDay. As 
with the previous games, broadcaster Keith Jackson returns to 
provide voice commentary. 

0.002 2000 

BRATZ This is a dance game where you can be one of the 5 Bratz girls.  
You can practice or make your way through the Bratz tournament. 
There's a competitive dance mode and a copycat mode where you 
can have fun with your friends. 

0.006 2003 

SPHINX AND 
THE CURSED 
MUMMY 

Sphinx is on a mission using his special powers & his agility 
to find the stolen mystical crowns of Egypt. With his  
sidekick, the Mummy you travel through 5 worlds, acquire 
special abilities along the way and uncover dark secrets. You also 
have the ancient Egyptian weapons as your arsenal.   

0.009 2003 

PIRATES OF THE 
CARIBBEAN 

Pirates of the Caribbean is a role-playing game in which the player 
takes the role of a pirate who has to grow in skill by fighting, 
trading and solving quests. The player can buy and upgrade a ship, 
sign-up a crew, and try to rule the seas of the Caribbean. 

0.013 2003 

BRATZ This is a dance game where you can be one of the 5 Bratz girls.  
You can practice or make your way through the Bratz tournament. 
There's a competitive dance mode and a copycat mode where you 
can have fun with your friends. 
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